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The Window Fourier transform —
a suitable alternative for image

compression?

Ovipiu CosSMA

ABSTRACT. The Discrete Cosine Transform [6], [8] on which the best-known image
compression schemes are based [7], [1], has the major disadvantage that it does not localize
the frequency components in time. The Window Fourier Transform (WFT) [3], [4], [5]
solves this problem, but has limitations related to the resolutions in time and frequency.
This article contains a visual evaluation of the WFT characteristics.

1. THE WINDOW FOURIER TRANSFORM

In order to solve the time localization of the frequency components, the
analyzed signal is divided through the Window Fourier Transform (WFT)
in intervals, small enough for the signal to be stationary within each of the
intervals, and then the intervals are processed separately. For this purpose,
a window function w is used, that is non-zero over a finite interval, and has
finite integral. The length of the intervals corresponds to the width of the
window.

The window function can be for example the Gaussian function defined
in (1). The width of the window is determined by the parameter a.

w(t)=e %2 (1)

The computing of the WFT for a signal z(¢) involves more steps in which
the signal and the window function are multiplied, and then the Fourier
Transform (FT) of the product is computed and the window function is
shifted in time. While computing the WFT, the window function crosses
the signal from one end to the other. The result is a surface that reveals
information about the spectral components of the signal and their time lo-
calization.

The WFT of function z(t) is defined in (2), and the inverse transform
is given in (3), where ¢ is a constant that depends on the window function
w(t), and * denotes the complex conjugate.
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The WFT is in fact the FT of the signal x(t), computed after applying the
filter w(t — 7). The result is a two-parameter function, in which the second
parameter 7 represents the position of the filter.

2. LIMITATIONS

The function w(t) allows the detection of a window in the spectrum of z(t),
localized around 7. Thus the problem of localizing the signal components in
time was solved, but there is a limitation: The time and frequency resolutions
cannot be enhanced simultaneously however much.

The bandwidth Af and the width At of the window function w(t) are
given in relations (4) and (5), where W (f) is the FT of w(¢) [2].

[ 2w ()1 df
Af2 — R -
F{ (W (f)[? df

J ()] dt
R

AP ="
[ ()] dt
R

(5)

The WF'T is not able to discriminate two d impulses in time, if they are
closer than At. If the signal x(t) contains the sum of two pure sinusoids,
that are equivalent to two 0 impulses in frequency, the WFT is not able
to discriminate them, if they are closer than Af. Within an analysis, the
time and frequency resolutions can be independently enhanced. For good
frequency resolution, a wide window function has to be used, which has a
small bandwidth, and for good time resolution a narrow window has to be
used, which has a large bandwidth. The two characteristics, Af and At are
bound by the Heisenberg inequality that is given in (6).

1
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Once the window function is established, the time and frequency reso-
lutions remain fixed for all the regions of the WFT surface. There is no
possibility to adapt the analysis. If for example a good time resolution is
wanted for the sharp discontinuities of the signal, the frequency resolution
of the long smooth components has to be sacrificed.

3. AN EXAMPLE

For a visual evaluation of the WF'T characteristics, figures 1,2,3 and 4
present the graph of the WFT computed for the function x;(¢) defined in
(7), with the window function defined in (1), for several values of parameter
a, that controls it’s bandwidth. Each of the graphs is presented in 3D and
in top views.

cos(2rt), t € [0,4n]
cos(4nt), t € (4w, 8]
cos(8nt), t € (8w, 127]
0, t ¢ [0,127]

The correspondence between the bandwidth of the window function and
the time and frequency resolutions of the WFT can be easily observed. The
first graph was generated with a relatively wide window function (a = 0.01),
which corresponds to a small bandwidth. In consequence the WFT has
good frequency resolution and poor time resolution. The last of the graphs
is situated at the opposite pole. In this case a relatively narrow window
function, that has a large bandwidth, was used for generating the WFT
surface (a = 10). In this case the WFT has good time resolution and poor
frequency resolution.

For solving the resolution problem, the bandwidth of the window func-
tion could be modified with the frequency. The purpose of this artifice is
the increase of time resolution for the sharp discontinuities, while keeping a
good frequency resolution for the long and smooth components. If the signal
contains long high frequency components, such as different kinds of noise,
this strategy will not be efficient. But in the case of natural images, which
are usually composed by large smooth areas separated by localized discon-
tinuities, this technique could be very efficient. The Wavelet Transform [8]
uses this strategy.
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Figure 1: The WFT surface for a = 0.01. The frequency resolution is good,

but the time resolution is poor.
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Figure 2: The WF'T surface for ¢ = 0.1. The time resolution is better than

in the previous case.
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Figure 3: The WFT surface for a = 1. The time resolution is better than
in the previous case, but the frequency resolution worsend.
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Figure 4: The WFT surface for a = 10. The time resolution is very good,
but the frequency resolution is weak.
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