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About T, ;(z) polynomials

Ovibiu T. Por

ABSTRACT. In this paper we give a new proof of some relations verified by T}, s (z) polynomials.

1. INTRODUCTION

Remind some known notions and results (see [1], [3] or [6]).
Definition 1.1. For m € N, define
pk(z) = ()1 —x)™ % VEke{0,1,....m}, Yaec[0,1]. (1.1
Definition 1.2. For m € N, define

Tm,s(z) = Z(k —mz)’pmr(x), VseN, Vzel,l] (1.2)
k=0
Example 1.1. From Definition 1.2 we immediately have

Tno (@) = > pmi(@) =1, Ty () =D _(k—ma)pmi(z) = 0and
k=0 k=0
Tmo(z) = Z(k —mx)’ppr(z) =ma(l—2), Vazelol]
k=0
Lemma 1.1. Let m eNand s € N*. Then
Tons+1(x) = (1 — x) [T,’né(x) + msTms_l(x)] ,Vael0,1]. (1.3)

Example 1.2. Taking Lemma 1.1 and Example 1.1 into account, we obtain

Tms(z) = mz(l—2z)(1—-2z) and

Tma(z) = 3m*z*(1—xz)* +mlz(l —z)—62°(1—x)*], Vazel01]

The study of T}, s(z) polynomials is important because these polynomials ap-
pear in Voronovskaja’s generalized theorem.The text of this theorem is:

Theorem 1.1. Let f : [0,1] — R be s times derivable function in the point x € [0,1],
s € N, s even. Then

S

lim_m? (Bmf)(w)—zmlii, T i) fP (@) | = 0. (1.4)
i=0 :

For Theorem 1.1 and her consequences see [2], [3] or [5].
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2. MAIN RESULTS

Considering Example 1.1, Example 1.2 and Lemma 1.1, for m,s € N, s # 1 and
x € [0, 1], we have

Ton,s(@) = al) (2)m" + al) (x)m" " + - + at) (x) (2.1)
where asfl)’s(x) withi € {0,1,...,n} are polynomials of variable x and

Tn,a() = Ui (m)a? + b (m)a? ="+ 4 biF) (m), (22)
where again b%?s(m), with j € {0,1,...,p} are polynomials of variable m.

Definition 2.1.  a) If « € [0, 1] exists so that agg?s(a) # 0, then we say that the
degree of m in T,,, s(x) is n and we write g7, Th, s(x) = n;
b) If B € N exists so that bg?s(ﬂ) # 0, we say that the degree of  in T,,, ,(z) is p

and write gr; Ty, s(x) = p.
Example 2.1. Heeding the Examples 1.1 and 1.2 we have

grmTme(x) =1, grnTns(z) =1, grpTna(z) =2,

graTma(x) =2, gryTms(z) =3 and gryTn, a(x) =4.
Theorem 2.1. Let m € N*and s € N ,s # 1. Then

s

grmTm.s(z) = {5] (2.3)
and

grach,s(I) =S. (2.4)

Proof. For s = 0, relations (2.3) and (2.4) are true. Let s € N, s > 2.
We will prove by induction after s that

Ts(z) = ams(@)ml] +ppi(m, ), (2.5)
S S
grm T s(x) {2} s JTmPm,s(Mm, ) < {2} , VseN, s>2,

where g7y, pm,s(m, ) is considered according to Definition 2.1.
For s = 2 we have T,, s(z) = am 2(x)m + pm 2(m, z), where
am,2(z) = z(1 — z) and py, 2(m, x) = 0. Assume that

van(x) = amv”(x)m[%] +pm,n(mvx)/ ngTm,n(x) - [Z‘| ’

GrmPmn(m,x) < [Z} ,Vne{23,...,s} From (2.5) and Lemma 1.1 it follows

that
Tns1(x) = 2(1 — ) [Tv/n,s(x) + mSTm,S—l(z)] =
[+*]

— (1 2) {a;n,s@)mm Tt (m,2) + ms[a e (2)?

s

+ pm’s,l(m7x)]} =z(l—x) [a/m,s(x)m[é] + sam’sfl(x)m[ B ]+

+p'/m,,s(m7 .’I}) + mspm,sfl(m7 -’I;):I and hence
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s+1

Tm,erl(x) = am,s+1(x)m[T] +pm,s+1<m7$)a (26)
where
z(1—2) |al, s(z) + sams—1(x)|, if siseven
Am,s+1(T) = ( ) [ 7 y 1 ] (2.7)
(1 — x)sam, s—1(z), if sisodd
and
2(1 — ) [P (M, ) + mspms—1(x)], if siseven
Pm,st1(m,z) = q (1 —x) [a;n,s(x)m[%] + P s (M, ) + mspm,sfl(x)} ,  (238)

if sisodd.

From (2.7) we have that a,, s+1(z) is not the identical null polynomial, thus there
exists a € [0, 1] so that ap, s4+1(c) # 0.

+1
From (2.8) results that gr,pm, s+1(m,z) < 1 so (2.3) holds.
We prove through induction after s that
Ton,s(2) = b s(M)x® + 70y s (M, ), (2.9)

graTm s(x) = 8, grarm,s(m,xz) < s,V s €N, s > 2, where gryr., s(m, z) is consid-
ered according to Definition 2.1.

If s = 2 we have that T}, 2() = by, 2(m)z? + 1,y 2(m, ), where

bm,2(m) = —m and ry, 2(m, ) = mx. Assume that

Tm,n(x) = bm,n(m)l‘n + Tm,n(ma ), grach,n(x) =n, grxrm,n(max) <n (2.10)

forvne{23,...,s}.
Taking (2.10) and Lemma 1.1 into account we have

Tomsi1(z) =21 —x) [T, (x) + ms T o1 (2)] =
=x(l— J]){bm75(m)8$3_1 + r;n,s(m, x)+

+ms [bm,sfl(m)$57l + 7nrn,sfl(ﬂfl’ .’E)] }’

S0
Tm,s-{-l(x) = b7n,s+1(m)xs+1 + Tm,s+1(m7 1‘) ’ (211)
where
b, s+1(m) = —8bp, s(M) — My, s—1(m)
and
Tm,s+1(M, ) = [y (M) + My s—1(m)]z® +

+ [T;n,s(m7 iC) +ms rm,sfl(m, x):l 1'(]. — LL‘) .

The relation (2.10) leads to the fact that b, s1(m) is not the identical null poly-
nomial, so § €N exists such that b, s+1(6) # 0. It also results from (2.11) that
grasrm.s+1(m,x) < s+ 1, hence (2.4) is true. ]



50 Ovidiu T. Pop
Theorem 2.2. Let m € N* and s € N. Then the following is true

T o(2) = [2(1 — )] (o2 + B ) mlE] 4 pu o (m, 2), (2.10)

0, if sisevenors=1

m,s — 2 — 2.11
o —(s =1 [Z_](Qk 1;”7 if sisodd, s> 3, ( )
1, if s=0
0, if s=1
Bms =< (s—=1U, zf siseven, s > 2 (2.12)

1 (2k — 1)
5(5_1) 2:: (2]{7 )”a

S
and grp,pm,s(m, ) < 2] , where 0l = 1 by definition.

if sisodd, s> 3

Proof. For s = 0 or s = 1, relations (2.12)-(2.14) are true. Let s € N, s > 2. Consid-
ering (2.4) it results that in (2.12) it is necessary that o, s = 0 for s even. We prove
(2.12) through induction after s. For s = 2, T}, o(z) = [z(1 — z)] (am,gx + ﬁmg)m +
Pm,2(m, x) ,where a, 2 =0, B, 2 = 1 and py, 2(m, ) = 0.

Assume that T}, ,, () = [2(1—2)] ] (apm p 2+ B )L El 4 pn n (m, 2), gradypomn (m, z) <
5 ,VneN,ne{23,...,s}

According to (1.3), from Lemma 1.1 we obtain

Tnys1(x) = 2(1 — 2) [T}, (@) + msTy o—1(x)] = 2(1 — ).

{[5] 0 = 2711 = 20) (@ + Bs) + 21 = ) Eay o] il

Do (. 2) + 21 = )15 (@ a1z + B or) sl T 114

+ m3 -1 (ms2)} = (21— )] B (1 = 22) (o2 + Bn.s) |5 ] mlEl+

e = ) oy mlE] (1 =y (.2t

+ [z(1 - x)][%]ﬂ(am s—1Z + Bm,s— 1)Sm[ el (1 — 2)Mmspm, s—1(m, ).
This identity proves that if s is even, which means s = 2k, k € N*, we have

T oi1(x) = [2(1 — @))% [(1 = 22)kBm 21 + 2k (Cm,26—1 T + B 2k—1)] mF+

+a(1 =) [Pl ok (M, @) + 2km pp 26 ()] |

S0

Tnoky1(w) = [(1 - x)][%;l] [(2K am,2k—1 — 2k By o1 ) 2+ (2.13)

+ k B2k + 2k ﬁm,2k71]m[ ol N
+z(1 — ) [p;n,%(m, ) + 2km ppy 2k—1(m, x)]
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and so

Om 2k+1 = 2k 0 ok—1 — 2k B2k, VEEN, k>2 (2.14)
and

Bm.2k+1 =k Bm ok + 2k B ok—1, VkeN, k>2. (2.15)
Similarly, if s is odd, which means s = 2k + 1, k € N*, we have

Trmokr2(®) = [£(1 — 2)]* (2K 4+ 1) B opm™ T+ (2.16)
+ [2(1 = 2)]F(1 — 22) (v 20412 + B 21 ) kmF+
+ [2(1 = o))" am ok am® + 2(1 — 2) [p), 941 (m, 1)+

+(2k + 1)pm 2k (m, )]

and so

Brmok+2 = (2k +1)Bmok, VEkeN". (2.17)
Relations (2.15) - (2.19) yield to the end of the induction.
Next, we determine o, s, Bm,s, s EN, 5> 2.
Therefore T, 2(z) = x(1 — x)m gives us that §,, 2 = 1 and then from (2.19) we
obtain

Bm,on = (2n — 1)1, ¥n € N™. (2.18)
From T, 3(z) = (1 — 2)(1 — 22)m, aun 3(z) = —2 and B, 3(x) = 1, follow.

Now, from (2.16), (2.17) and (2.20) it results that

n

(2k — )t

Qm 2n41 = *(277/)” Z m (2.19)
P "
and
1 "L (2K — 1)
== " e T )
Bm.2n+1 2(2n).. 2 Gl — o) (2.20)

for all n € N*.
Considering that a2, = 0, V n € N*, (2.20) - (2.22) give (2.13) and (2.14) as
outcomes.

Because the numbers o, s and 3,, s from Theorem 2.2 does not depend on m,
Theorem 2.2 is reforming through Corollary 2.1. O

The results contained in Corollary 2.1, Corollary 2.2 and Corollary 2.3 are known
(see [2] or [3]).

Corollary 2.1. Let m € N* and s € N. Then

T s(@) = [ (1 — 2)]18] (ayz + B5) mlE] 4 pps(m, @), 2.21)
0, if s isevenors=1
oy = (5] (2% — 1)1 (2.22)
—(s—l)!!k_l((2k2>)”, if sisodd, s> 3,
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1, if s=0
0, if s=1
Bs =4 (s—1), if s iseven, s> 2 (2.23)
5] 2k — 1)1
1 I if si >
5(s—1) Py if sisodd, s >3
and 9TmPm,s (m,x) < [%] :
Corollary 2.2. If s € N, then
lim Tm‘f(]x) = [z(1 — 2))[3] (s +85), Vael01]. (2.24)
Proof. Demonstration follows from Corollary 2.1. O

Corollary 2.3. Let s €N be an even number. Then

. Tm,s(x) _ 1; lf s=0
e —{ (=) (s— 1), ifs>2 .25)
forall z € [0,1].
Proof. Again, the proof is a consequence of Corollary 2.2. O
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