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ABSTRACT. Component Based Software Engineering (CBSE) is concerned with the assembly of
pre-existing software components. Component selection is a crucial problem in CBSE.

The problem of selecting the best candidate from a set of available components is discussed in
this paper. Fuzzy clustering analysis is used to classify the components into different groups based
on the values of metrics that measure different attributes of the components. The choice of the best
component is based on the obtained classifications.

1. INTRODUCTION

Component-Based Software Engineering is a branch of the software engineer-
ing discipline and covers both component development and system development
with components. The main objective of CBSE is to obtain a more efficient devel-
opment with shorter development times and better quality products: using an
existing component, rather than developing a new one is often the quickest and
cheapest method of meeting any given need.

In this paper we address the problem of automatic component selection. In-
formally, our problem is to select a subset of components from the available com-
ponent set which satisfy the system requirements. When we select a component,
there may be different components that offer similar functionalities. We aim at
a selection approach that takes into consideration some attributes of the com-
ponents, initially established. Thus, results the necessity to evaluate these com-
ponents. As a result in this direction, software metrics are very useful being a
mean to quantify those attributes considered important for the system that will
be built. Fuzzy clustering analysis is used to classify the components based on
the values of metrics. The choice of the best component is based on the obtained
classifications.

We discuss the proposed approach as follows. Section 2 describes in details
our proposed approach for component selection problem based on component
evaluation using fuzzy clustering analysis. The experimental results obtained by
applying the proposed approach on a component system are discussed in Section
3. Section 4 reviews related works in the area of component selection problem and
fuzzy clustering. Finally, Section 7 summarizes the contributions of this work and
outlines directions for further research.
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2. COMPONENT SELECTION PROBLEM AND FUZZY CLUSTERING ANALYSIS

Component selection methods are traditionally done in an architecture-centric
manner, meaning they aim to answer the question: “Given a description of a
component needed in a system, what is the best existing alternative available in
the market?”. Existing methods include OTSO [15] and BAREMO [7].

Another type of component selection approaches is built around the relation-
ship between requirements and components available for use. In [11] the authors
have presented a framework for the construction of optimal component systems
based on term rewriting strategies. Paper [8] proposes a comparison between a
Greedy algorithm and a Genetic Algorithm. The discussed problem considers a
realistic case in which cost of components may be different.

Regarding the problem of software metrics results interpretation, M. Frentiu
and H.F. Pop [14] presented an approach based on fuzzy-clustering to study de-
pendence between software attributes, using the projects written by second year
students as a requirement in their curriculum. They have observed that there is a
strong dependence between almost all considered attributes.

3. PROPOSED APPROACH

3.1. Component Selection Problem. Component Selection Problem (CSP) is the
problem of choosing a number of components from a set of components such
that their composition satisfies a set of objectives. The notation used for formally
defining CS, as laid out in [9] with a few minor changes to improve appearance
is described in the following.

Denote by SR the set of final system requirements SR = {r1, r2, ..., rn}, and by
SC the set of components available for selection SC = {c1, c2, ..., cm}. Each com-
ponent ci may satisfy a subset of requirements from SR, SRci = {ri1 , ri2 , ..., rik}.
The goal is to find a set of components Sol in such a way that every requirement
rj from the set SR may have assigned a component ci from Sol where rj is in
SRci .

Different components may exist to satisfy the same needed requirement and
our aim is to select the best available component. The evaluation of the compo-
nents is a necessity to help us decide which component should be selected.

3.2. Component evaluation using metrics. As already mentioned before, the
problem of selection of a component from a set of available components is not
unique. In general, there may be different alternative components that can be se-
lected, each coming at their own set of offered requirements. Our goal is to select
the best existing component, taking into account some attributes considered im-
portant for the final system. Considered attributes are quantified using relevant
metrics. Based on the interpretation of the measurements results obtained, we
decide what component best satisfies the system need.

The main objective of CBSE is that of obtaining a more efficient system with
shorter development time and better quality products. This reason argues that
cost, reusability and functionality are the most important attributes for the final
system. In the following we define metrics for these attributes.
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Cost Metric. The cost of a component (C), is defined as the overall cost of
acquisition and adaptation of that component. We aim at finding a solution that
minimizes the total cost of the system.

Reusability Metrics. Reusability is of great importance to any software prod-
uct. In what follows we will establish metrics that emphasize some aspects re-
lated with reusability of a component. An exhaustive presentation of these met-
rics is not the purpose of this article, we consider some reusability metrics closely
tied to our problem.

In [2] Hoek et al. proposed metrics to assess service utilization in component
assemblies. We use in this article two of these metrics: Provided Services Uti-
lization Metrics(PSU), defined as the ratio of services provided by the compo-
nent which are actually used (Equation 3.1 - left side) and Required Services Uti-
lization (RSU) Metric, witch is similar with PSU metric but for required services
(Equation 3.1 - right side).

PSUX =
Pactual

Ptotal
RSUX =

Ractual

Rtotal
(3.1)

where: Pactual = number of services provided by component X that are actually
used by other components and Ptotal = number of services provided by compo-
nent X; Ractual = number of services required by component X that are actually
provided by the assembly andRtotal = number of services required by component
X.

A value near to 1 for PSU metric indicates a poor reusability, while a value
near to 0 indicates that the component could be reusable if the system evolve and
adds other requirements. For RSU metric, a value near to 1 is a good reusability
indicator.

Functionality Metric. Functionality metric for a component represents the ra-
tio between the number of required services provided by the component and the
number of system required services. A component with metric value near to 1
offers several functionalities of the system.

3.3. The Issue of Threshold Values. After computing the metrics values, the
next step is to give a relevant interpretation of the measurements results obtained.
Following a classical approach we have to set thresholds values for metrics that
we use. A threshold divides the space of a metric value into regions. Depending
on the region a metric value is in, we can make an informed assessment about
the measured entity. For example, if we measure the reusability of a component
with possible values in the [0..1] range and we define 0.7 as being the threshold
with good reusability, then all measured components whose reusability values
are above that threshold can be quantified as being reusable. This simple exam-
ple raises a set of questions: how did we come up with a threshold of 0.7 in the
first place? Why not 0.5? And, is a component with a reusability value of 0.68
not reusable compared to a component having a reusability value of 0.7? Would
such a threshold still be meaningful in a population where the biggest reusability
value is 0,5?

As a conclusion, the accuracy of the results obtained is questionable. In order
to overcome this limitation, we propose an alternative approach for the problem
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of setting up the software metrics threshold values using fuzzy clustering anal-
ysis. This allows us to place an object in more than one group, with different
membership degrees.

3.4. Fuzzy clustering analysis. Clustering is the division of data set into sub-
sets (clusters) such that, similar objects belong to the same cluster and dissimilar
objects to different clusters. Many concepts found in real world do not have a
precise membership criteria, thus there is no obvious boundary between clusters.
In this case, fuzzy clustering is often better as an object belongs to more that one
clusters with different membership degrees.

The fuzzy clustering generic algorithm (Fuzzy n-means algorithm) used to de-
termine the fuzzy partition of components set that we analyze is described in [3].
This algorithm has the drawback that the optimal number of classes correspond-
ing to the cluster substructure of the data set, is a data entry. As a result in this
direction, hierarchical clustering algorithms produce not only the optimal num-
ber of classes (based on the needed granularity), but also a binary hierarchy that
show the existing relationships between the classes. Thus, a second partition of
the components set is realize using Fuzzy Divisive Hierarchic Clustering (FDHC)
algorithm [6].

4. CASE STUDY

In order to validate our approach we have used the following case study.
The set of requirements SR = {r0, r3, r4, r7, r9, r12} and the set of components
SC = {c0, c1, c2, c3, c4, c5, c6, c7, c8, c9} are given. Table 1 contains for each com-
ponent the provided services (in term of requirements for the final system) and
the cost. Table 2 contains the values of the metrics computed based on the set of
requirements and the set of component requirements dependencies. The depen-
dencies are not specified in this paper due to space limitation.

The considered case study is not a real one, our goal is to emphasize the rel-
evance of our approach regarding fuzzy clustering analysis in component selec-
tion problem. This classification is based on the selected metrics values. In this
repository there are components that offer similar functionalities with different
cost and reusability. Our approach partition the initial set of components such
that similar components belong to the same partition with a membership degree.
Regarding the priority of the attributes considered important for the final system,
we select those components that fit out purpose.

Applying the FDHC algorithm [6] we obtained the results in Figure 1.
We have obtained three classes, therefore we will use three clusters to further

classify the available components using the values of the above stated metrics.
We have run the fuzzy algorithm for three clusters. The first case taking into con-
sideration only the PSU/RSU metrics and the second case with the Functionality
and Cost metrics values. The obtained results are listed in Figure 2.

Choosing appropriate components. Based on the FDHC algorithm [6] we can
deduce that choosing component from the class 1.1 is prioritar then choosing
from classes 2.1 and 2.2. Therefore we choose the components c2 and c6 that offer
the requirements: {r0, r7, r9, r12}. The remaind set of requirements is: {r3, r4}.
The components that offer those requirements are from the class 2.1 and 2.2, but



Component selection based on fuzzy clustering analysis 509

Comp. Requirements
c0 {r0, r1, r7}
c1 {r4, r5, r6, r12}
c2 {r0}
c3 {r0, r2, r8, r10}
c4 {r3, r11}
c5 {r4, r5, r6, r9}
c6 {r7, r9, r12}
c7 {r1, r2, r9, r12}
c8 {r3, r4, r10, r11}
c9 {r0, r5, r6, r8, r9, r12}

TABLE 1. Requirements

Comp. PSU RSU F C
c0 0.66 0.50 0.33 0.08
c1 0.50 0.60 0.33 0.07
c2 1.00 1.00 0.16 0.06
c3 0.25 0.20 0.16 0.09
c4 0.50 0.00 0.16 0.06
c5 0.50 0.60 0.33 0.14
c6 1.00 1.00 0.50 0.15
c7 0.50 0.33 0.33 0.14
c8 0.50 0.50 0.33 0.07
c9 0.50 0.50 0.50 0.14

TABLE 2. Metrics

Class Members
1.1 c2, c6

2.1 c0, c1, c5, c7, c8, c9

2.2 c3, c4

FIGURE 1. Classification tree and final partition for the set of 10 components

FIGURE 2. Fuzzy clustering with three clusters considering dif-
ferent metrics

the best available option is component c8 which offers both functionalities and
has the best cost.

5. CONCLUSIONS AND FUTUREWORK

Component Selection Problem has been investigated in this paper. A challenge
is how to select those components that best satisfy the system need. In this direc-
tion, we have proposed an new approach regarding component evaluation based
on fuzzy clustering analysis. In order to validate our approach we have used a
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case study, presented in Section 4. We will focus our future work on three main
fronts:

(1) To develop an algorithm for automatic component selection based on the
obtained evaluation;

(2) To apply this approach for more case studies;
(3) Comparison with others approaches regarding the issue of thresholds val-

ues.
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