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On a functional equation arising in mathematical biology
and theory of learning

VASILE BERINDE!2 and ABDUL RAHIM KHAN?

ABSTRACT. V. Istrdtescu [Istratescu, V. I, On a functional equation, J. Math. Anal. Appl., 56 (1976), No. 1,
133-136] used the Banach contraction mapping principle to establish an existence and approximation result for
the solution of the functional equation

(@) = 2p((1 — @)z +a) + (1— 2)p((1 - B)z), z € [0,1], (0 < a < B < 1),

which is important for some mathematical models arising in biology and theory of learning.

This equation has been studied by Lyubich and Shapiro [A. P. Lyubich, Yu. L and Shapiro, A. P., On a
functional equation (Russian), Teor. Funkts., Funkts. Anal. Prilozh. 17 (1973), 81-84] and subsequently, by
Dmitriev and Shapiro [Dmitriev, A. A. and Shapiro, A. P., On a certain functional equation of the theory of learning
(Russian), Usp. Mat. Nauk 37 (1982), No. 4 (226), 155-156].

The main aim of this note is to solve this functional equation with more general arguments for ¢ on the right
hand side, by using appropriate fixed point tools.

1. INTRODUCTION

Lyubich and Shapiro [22] studied the existence and uniqueness of a continuous solution
¢ :[0,1] — [0, 1] of the functional equation

p(a) = 2p((1 —a)z +a) + (1 = 2)p((1 = B)z), = € [0,1], (1.1)
where 0 < a < 5 < 1.

The functional equation (1.1) arises in mathematical models of biology to study be-
haviour of predator animals that prey two categories of preys. This behaviour is mathe-
matically described by a Markov process having the state space [0, 1] with the probabili-
ties of transition from the state x to the state (1 — @)z + « and from the state x to the state
(1 - p)x, given by

Pza— (1l-a)z+a)=z, Ple— (1-P)z) =1-z,

respectively.

In this mathematical model, the solution ¢ is the final probability of the event when
the predator is fixed on one category of prey, knowing that the initial probability for this
category to be chosen is equal to x.

Lyubich and Shapiro [22] used the Schauder fixed point theorem to prove the existence
of a solution of (1.1) of the following form
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and satisfying the conditions
¢(0) =0, ¢(1) = 1. (1.2)

A few years later, Istrdtescu [20] established an existence result for the solution of the
functional equation (1.1) by using an alternate fixed point tool, namely, the Banach con-
traction mapping principle, to find a solution satisfying merely conditions (1.2).

Note that equation (1.1) is also important in the theory of learning (see [11], [12], [13],
[14], [15], [16]). In this context, Dmitriev and Shapiro [14] (see also [15], in Russian), found
a solution of (1.1) by a direct method. They denoted by h =1 —aand k = 1 — 8 and used
the substitution

o(x) =z + (k—h)z(l —x)y(x), (1.3)
to reduce the functional equation (1.1) with the unknown function ¢ to the following
functional equation

(@) =h(l—h(1—2)(1—h(l—2))+ k(1 - ka)p(kz)+ 1, (1.4)

with the unknown function 1. In this way, they proved that the solution of (1.4) may be
represented as the sum of the series

+oo
P(x) = om(2), (1.5)
m=0
where
+o0o too
co(@) = 3 K an(@, k) pmsa (@) = h S Kran(@, k) (1 — (1= k"2))em(1 — (1 — k"2)),
n=0 n=0
and

ag(xz, k) =1and oy (z, k) = (1 —kx) ... (1 —k"x), n > 1.
Now, in order to obtain the solution ¢ of (1.1) in closed form, we shall use (1.5) and (1.3).
We note that to obtain the solution ¢ of the equation (1.1), we must use some compli-
cated computations. Contrary to that, Istrdtescu’s approach [20] allows us to construct the
solution ¢ of (1.1) iteratively, which is not in closed form, and not for all values of c.
A careful examination of the arguments in [20], reveals that the functions f, g : [0,1] —
[0,1], are given by
flx) =1 —a)z+a; g(z) = (1= Pz, z € [0,1],
and corresponding to the two states of the Markov process, are in fact (linear) contractions
satisfying the boundary conditions
f(1) =1and ¢(0) = 0. (1.6)
With this observation in mind, the main aim of this note is to solve the following more
general functional equation
p(z) = zp(f(2) + (1 = 2)p(g(2)), z € [0,1], (17)
by considering f,g : [0,1] — [0, 1] as contractions (generally nonlinear) and satisfying
(1.6).
An iterative method for constructing the solution of (1.7), which solves in particular
the initial functional equation (1.1), is also provided.

Mlustrative examples are given to show that our results are signifycantly more general
than the ones existing in literature and mentioned before.
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For a similar fixed point approach for other classes of functional equations; see [2], [4]
and [21].

As we shall need Banach contraction mapping principle in proving our main result, we
state it completely.

Theorem 1.1. Let (X, d) be a complete metric space and T : X — X a map satisfying
d(Tz,Ty) < ad(z,y), forallz,ye X, (1.8)
where 0 < a < 1 is constant. Then:
(pl) T has a unique fixed point x* in X;
(p2) The Picard iteration {x, }, defined by
Tpy1=Tz,, n=0,1,2,... (1.9)

converges to x*, for any xo € X.
(p3) The following estimate holds:

al

d(xppio1,2%) < 1 d(xp,xp—1), n=1,2,...;i=1,2,... (1.10)

(p4) The rate of convergence of Picard iteration is given by
d(xp, ") <ad(xp_1,2%), n=1,2,... (1.11)

Remarks.
Theorem 1.1 is a powerful tool and has many applications in solving nonlinear equa-
tions. It not only guarantees the existence and uniqueness of the fixed point z* of the
contraction 7" but also approximates z* by means of Picard iteration (1.9). Moreover, for
this iterative method both a priori
at
1—-a

d(z;,x*) < d(xg,z1), 1=1,2,...

and a posteriori
d(zp,z*) < IL d(Tn, Tn-1), n=12...
—a

error estimates are available, which are both obtained from (1.10), by taking n = 1 and
i = 1, respectively.

Note that the inequality (1.11) shows that the rate of convergence of Picard iteration
(1.9) is only linear, hence we cannot expect {z,, } to be a fast iterative scheme (see Examples
2.1-2.3 below to illustrate this fact).

2. MAIN RESULT
Let E = {p € C[0,1] : ¢(0) = 0, (1) = 1}. Then the mapping

t) — (s
ol = sup PO =2 o g @12)
t£s |t —s|
isanormon E and (E, || - ||) is a Banach space (see [22]).

Our main result in this paper is the following:

Theorem 2.2. If f and g are contractions on [0, 1] (endowed with usual norm), with contraction
coefficients o and 3, respectively, satisfying o, 5 € (0,1), o < B and 2a < 1, then

1) Equation (1.7) has a unique solution @ in E;

2) The sequence of successive approximations {y, }, defined by

Prt1(2) = 2on(f(2)) + (1 = 2)pn(g(@)), © € [0,1], 2 > 0 (2.13)
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converges to g, as n — oo, for any ¢y € E.
3) The error estimate of {y, } is given by
(20)"

lpnti—1 =Pl < == llon — pn-all, n=1,2,...;i=1,2,... (2.14)
1 -2«

4) The rate of convergence of the iterative method {,, } is linear, i.e.,

”50%7@” SO‘HQDTL—l 7@”7 n=12,... (2.15)
Proof. We consider the operator T' : E — C[0, 1], defined by
(Tp)(x) = zp(f(2)) + (1 = 2)p(g(2)), = € [0,1], (2.16)

where f, g : [0,1] — [0, 1] are contractions with the contraction coefficients « and j satis-
fying the “one side” boundary conditions (1.6). Obviously, T' maps E into itself and the
functional equation (1.7) is equivalent to the fixed point operator equation

Ty = . (2.17)
In order to apply the contraction mapping principle to (2.17), we shall prove that T is a

contraction on (E, || - ||).
We observe that T is a linear operator and so, in order to evaluate

1T =Tyl = T(e =),
we evaluate the quantity

AL = [T (e = 4)() = T(p = ¢)(5)|

,t,s €10,1], ¢t # s.

£ 3]
We have
Bew = 2 [He =~ O)FB) + (L~ (o~ E)(s) — s~ V() — (1~ 5)(p — ¥)(a(s))]
= Ll — (1) — e — W) + (1~ Dl ~ ) (g(0) — (1~ (e — ¥)g(s))
(o — )(£(5)) — s(p — D)F()) + (1L — D)o — )g(s)) — (1 - 5)(p — ) (g(s)]-
Hence (o — B)(F(0) — (o —D)FED] 17(0) — £(5)]
[Aesl <t TOESi0] R
e =) — (e - B ) ) — g(s)]
=) 900) — 9(5) s
=5 o= DUE) — (e - DT 1f6) = FQ)]
=l OENI0] PESTREN S
+[i=| et te S OO B 2900 o) e 25 as)

Since f and g are contractions with the contraction coefficients o and 3, respectively, we
have

[f(#) = f(s)] < alt = s; [g(t) — g(s)] < Blt — 5],
and
lft) = f) < als =1 =a-(1-s); |g(s) —g(0)| < Bls =0 =55
Therefore, by (2.18) we get

|Ars| < atlle =) + B =)o — ol +all = s)lle =Pl + Bslle =¥l t # 5,
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and thus we eventually obtain that T" satisfies the Lipschitzian type condition
1Te =Tyl < sip[at +B(1—t) +a(l —s)+ Bsllle - ¥, Vo, v € E.
tF#s

Now, since o, 8 € (0,1), @ < f and 2a < 1, we have
c=at+f1l-t)+a(l—s)+Bs=a+p+(a=—pt—(a—F)s<a+B+a—-F=2a<1,
which shows that 7' is a contraction on the Banach space (£, || - ||).

Hence, by Theorem 1.1, part (p;), we get the needed solution .

2) By Theorem 1.1, part (p2), and (2.16) we get the estimate (2.13);

Conclusions 3)-4) are obtained by Theorem 1.1, part (p3) — (p4), as the contraction co-
efficient of T is 2cv. O

Remark 2.1. If f and g are given by
fle)=(1-a)z+a; g(z) = (1- Bz, z €[0,1],
then, by Theorem 2.2, we get the main result in [20], on the basis of conclusions 3) and 4)

related to the error estimates and rate of convergence of the iterative process, respectively.

Example 2.1. If, in the above setting, f and g are given by
f(@) = (1 =)z +a; g(x) = (1 - )z, z €[0,1],
then, by (1.7), we get the functional equation (1.1) studied in [14], [15] and [20].
Take as initial approximation ¢g(x) = x. Then the next two iterates are
pi(z) = (8- )2’ + 1 +a— P,z €[0,1],
pa(r) = (B—a)[(1-a)? = (1-8)%2" +(20° + 8° —20* S —a? = 3a” —34° —6af —2a+2)z"
+(—a® +a?B+a® — B2 —2aB + 20 — 28+ 1)z, x € [0,1].

As oo — p1 = (B — a)(z? — x), so we have

o — w1l = (B — a)sup =B -a)suplt+s—1=5~-a.
t#s t#£s

Hence, by the error estimate (2.14), we are able to get a priori to know how many iterates
are needed to achieve a certain precision in approximating the solution % by means of the
iterate ,,.

1 1
If we consider, for example, the particular case o = 3 and § = 5 and fix the desired

computational precision to e = 1077, then by

_ (2a)™
n— 0l < —— — , =1,2,... 2.19
lon =2l < =52 e = ¢oll . (2.19)
we obtain that n must be the smallest number such that
2\ "
(7) < 2e.
3

In case p = 3, for example, this shows that, we must compute n > 15 iterates or more
(which requires a rather huge computational skill), to have the solution computed with 3
exact digits.

This slow convergence is mainly due to the linear rate of convergence of the Picard
iteration, expressed by (2.15).

In such situations, it makes sense to consider an appropriate acceleration method for
the iterative sequence; see [5]-[10].
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Example 2.2. Let now f and g be given by

2 2
e+ 4 T
5 3
1
Here f is a nonlinear contraction with the contraction coefficient o = = while g is a

nonlinear contraction with the contraction coefficient 8 = T Thus the conditions «, 8 €

(0,1), « < B and 2a < 1 are satisfied and hence we can apply Theorem 2.2.

If we take as initial approximation, the function as in Example 2.1, i.e., po(z) = z, then
the next iterate is given by

3 2
o1 (2) = 2z° 4+ bx® + 12x’ ze01]
15

Remark 2.2. Note that the functions f and g in Examples 2.1 and 2.2 are strictly increasing.
As a direct consequence of this fact, if the initial approximation ¢y is increasing, then ¢,,
is increasing for all n > 0 and therefore the solution % of (1.7) is also increasing. A similar
result has been established in [14] for the solution of equation (1.1) when the monotonicity
is considered with respect to the parameters « and £.

In the next example, we illustrate what happens if f and g are not increasing functions
on [0,1].

Example 2.3. Let f : [0,1] — [0, 1] be given by

f(x) :—%964—1, T € [0,%) and f(x) = %x+§, x € [%,1}.

1
Then f is a non-monotone contraction with the contraction coefficient o = 3
1 1
Indeed, since the cases z,y € {0, 5) and z,y € b, 1] are obvious, we must consider

1 1
only the case z € [O, 5) and y € b, 1}. In this case, the contraction condition (1.8)

reduces to
e 4+y—1| <|z—y| <= 2z <1< 2y, (2.20)
which is obviously true.
Let now g : [0,1] — [0, 1] be given by

g(z) = %m, x € [O, %) and g(x) = —%x—!— ;, x € [%,1]

. . . . - 2
Then g is a non-monotone contraction with the contraction coefficient 5 = 3
1 1
Similarly, since the cases z,y € {0, 5) and z,y € [57 1} are obvious, we must consider

1 1
only the case = € [0, f) and y € b, 1}. In this case, the contraction condition (1.8)

reduces to the inequality (2.20).
If we consider as initial approximation, the identity function, ¢o(z) = z, then the next
iterate is given by
o1(z) = —2? + gx, S [07 %) and ¢, (z) = 2 — gaz + %, S E, 1},
which show that, in this case, the solution ¥ of the functional equation is no more mono-
tone on the whole interval [0, 1].
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3. OPEN PROBLEM

The fundamental problem of stability of functional equations in relation to Ulam-Hyers
stability and Ulam-Hyers-Rassias stability has been studied in [1], [17]-[19], [23], [24].The
interested reader can search for many more developments on this topic in mathematics
databases. We leave the stability problem of the following two functional equations as an
open problem:

p(z) =zo((1 —a)r+a)+ (1 —2)p((1 - p)z), z€[0,1], (0 <a < B <1),
and
p(x) = zo(f(x)) + (1 — 2)p(g()), = € [0,1],
where f and g are contractions on [0, 1], with contraction coefficients o and §3, respectively,
satisfying o, 8 € (0,1), o < g and 2« < 1.
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