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On orthonormal sets in inner product quasilinear spaces

YILMAZ YILMAZ2 , HACER BOZKURT1 and SÜMEYYE ÇAKAN2

ABSTRACT. Aseev, S. M [Aseev, S. M., Quasilinear operators and their application in the theory of multivalued
mappings, Proc. Steklov Inst. Math., 2 (1986), 23–52] generalized linear spaces by introducing the notion of
quasilinear spaces in 1986. Then, special quasilinear spaces which are called ”solid floored quasilinear spaces”
were defined and their some properties examined in [ Çakan, S., Some New Results Related to Theory of Normed
Quasilinear Spaces, Ph.D. Thesis, İnönü University, Malatya, 2016]. In fact, this classification was made so as to
examine consistent and detailed some properties related to quasilinear spaces. In this paper, we present some
properties of orthogonal and orthonormal sets on inner product quasilinear spaces. At the same time, the men-
tioned classification is crucial for define some topics such as Schauder basis, complete orthonormal sequence,
orthonormal basis and complete set and some related theorems. Also, we try to explain some geometric differ-
ences of inner product quasilinear spaces from the inner product (linear) spaces.

1. INTRODUCTION

In 1986, Aseev generalized linear spaces by introducing the notion of quasilinear spaces,
briefly, QLSs. He used the partial order relation to get an extended definition and hence
can give consistent counterparts of some fundamental results of linear algebra. For more
details, reader can refer to [1]. After this work, a lot of authors have motivated to intro-
duce new results on set-valued analysis [2], set-differential equations [6], fuzzy quasilin-
ear spaces [7], etc.

Inspired and motivated by research going on this area, we introduce concept of inner
product quasilinear spaces, IPQLS for short. We give also the concept of orthogonality in
this cite and present some informations about the geometry of quasilinear space. Then,
we realized that geometry in quasilinear spaces may be different from the geometry of
linear spaces with some aspects.

Let us continue by giving the definition of quasilinear space and some its basic proper-
ties given by Aseev [1].

Definition 1.1. A set X is called a quasilinear space (QLS, for short) if a partial order
relation “�”, an algebraic sum operation, and an operation of multiplication by real num-
bers are defined in it in such a way that the following conditions hold for any elements
x, y, z, v ∈ X and any α, β ∈ R:

(1) x � x,
(2) x � z if x � y and y � z,
(3) x = y if x � y and y � x,
(4) x+ y = y + x,
(5) x+ (y + z) = (x+ y) + z,
(6) there exists an element θ ∈ X such that x+ θ = x,
(7) α · (β · x) = (α · β) · x,
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(8) α · (x+ y) = α · x+ α · y,
(9) 1 · x = x,
(10) 0 · x = θ,
(11) (α+ β) · x � α · x+ β · x,
(12) x+ z � y + v if x � y and z � v,
(13) α · x � α · y if x � y.

A linear space is a QLS with the partial order relation “=”.
The most popular example which is not a linear space is the set of all closed intervals

of real numbers with the inclusion relation “⊆”, the algebraic sum operation

A+B = {a+ b : a ∈ A, b ∈ B}
and the real-scalar multiplication

λ ·A = {λa : a ∈ A} .
We denote this set by ΩC(R).

Another one is Ω(R),which is the set of all compact subsets of real numbers. By a slight
modification of algebraic sum operation (with closure) such as

A+B = {a+ b : a ∈ A, b ∈ B},
with the same real-scalar multiplication defined above and the inclusion relation we can
give as example the nonlinear QLS Ω(E) and ΩC(E), the families of all nonempty closed
bounded and convex closed bounded subsets of the normed linear space E, respectively.

Lemma 1.1. Suppose that every element x in a QLS X has an inverse element x′ ∈ X . Then
the partial order relation in X is determined by equality, the distributivity condition in (11) holds,
and consequently, X is a linear space [1].

Let X be a QLS and Y ⊆ X . Then Y is called a subspace of X whenever Y is a QLS with
the same partial order and the restriction to Y of the operations on X . One can easily
prove the following theorem by using the axioms of to be a QLS. It is quite similar to its
linear space analogue.

Theorem 1.1. [8] Let X be a QLS and Y ⊆ X. Then Y is a subspace of X if and only if α · x +
β · y ∈ Y for every, x, y ∈ Y and α, β ∈ R.

Let X be a QLS. An element x ∈ X is said to be symmetric if −x = x, where −x =
(−1) · x, and Xd denotes the set of all symmetric elements. θ denotes the unit element of
addition operation in X , and it is minimal element, i.e., x = θ if x � θ. An element x′ is
called inverse of x if x+ x′ = θ. If the inverse element exists, then it is unique and x′ = −x
in this case. Sometimes x′ may not be exist but −x is always meaningful in quasilinear
spaces. An element x possessing inverse is called regular, otherwise is called singular.
Now, Xr and Xs stand for the sets of all regular and singular elements in X , respectively.
Further, Xr, Xd and Xs ∪ {0} are subspaces of X and they are called regular, symmetric
and singular subspaces of X, respectively [8]. It is easy from the definitions that Xd ⊂ Xs

and X = Xr ∪Xs.
For a singular element x we should note that x − x 6= θ. In a linear QLS, that is, in a

linear space, there are no singular elements. Also, in a QLSX, it is obvious that an element
x is regular if and only if x− x = θ.

Proposition 1.1. [4] Let X be a QLS X, x ∈ Xr and y ∈ Xs then x+ y ∈ Xs.

Proof. Suppose that x+ y ∈ Xr. By the definitions

(x+ y)− (x+ y) = (x− x)− (y − y) = y − y = θ.
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Hence y ∈ Xr. This contradicts with y ∈ Xs. �

Proposition 1.2. [8] In a quasilinear space X every regular element is minimal.

Definition 1.2. LetX be a QLS. A function ‖·‖X : X −→ R is called a norm if the following
conditions satisfied:

(14) ‖x‖X > 0 if x 6= θ,
(15) ‖x+ y‖X ≤ ‖x‖X + ‖y‖X ,
(16) ‖α · x‖X = |α| ‖x‖X ,
(17) if x � y, then ‖x‖X ≤ ‖y‖X ,
(18) if for any ε > 0 there exists an element xε ∈ X such that x � y+ xε and ‖xε‖X ≤ ε

then x � y.
A QLS X with a norm defined on it, is called normed quasilinear space (briefly, normed

QLS).

It follows from Lemma 1.1 that if every x ∈ X has inverse element x′ ∈ X , then the
concept of normed QLS coincides with the concept of normed linear space, [1].

Let X be a normed QLS. Hausdorff metric or norm metric on X is defined by the equality

hX(x, y) = inf {r > 0 : x � y + ar1, y � x+ ar2 and ‖ari ‖ ≤ r, i = 1, 2} .
Since x � y + (x − y) and y � x + (y − x), the quantity hX(x, y) is well-defined and

satisfies all of the metric axioms, also

hX(x, y) ≤ ‖x− y‖X
for all elements x, y ∈ X .

Lemma 1.2. [1] The operations of algebraic sum and multiplication by real numbers are continu-
ous with respect to the Hausdorff metric. The norm is continuous function respect to the Hausdorff
metric.

Example 1.1. Let E be a normed linear space. A norm on Ω(E) is defined by

‖A‖Ω(E) = sup
a∈A
‖a‖E .

ΩC(E) is a also a normed qls with the norm above. In this case, the Hausdorff metric on
Ω(E) and ΩC(E) is defined as usual:

hΩ(A,B) = inf{r > 0 : A ⊂ B + Sr(θ), B ⊂ A+ Sr(θ)},
where Sr(θ) is the closed ball of radius r and centered at θ ∈ X, [1].

Definition 1.3. [3] Let X be a quasilinear space, {xk}nk=1 ⊂ X . The element x ∈ X with

α1 · x1 + α2 · x2 + . . .+ αn · xn � x
is said to be a quasilinear combination (ql-combination, for short) of {xk}nk=1 corresponding to
scalars {αk}nk=1 ⊂ R.

The set

QspA =

{
x ∈ X :

n∑
k=1

αk · xk � x, x1, x2, . . . , xn ∈ A, α1, α2, . . . , αn ∈ R

}
is said to be quasispan of A, and is denoted by QspA. One can see easily that QspA is a
subspace ofX . Ql-combinations of {xk}nk=1 corresponding the scalars {αk}nk=1 may not be
unique, from the definition, while it is well known that the linear combination of {xk}nk=1

corresponding these scalars is unique.
It is clear that SpA ⊆ QspA. If X is a linear space then QspA = SpA, where SpA is

span of A ⊆ X .
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Definition 1.4. [3] Let X be a QLS, {xk}nk=1 ⊂ X and {λk}nk=1 ⊂ R. If

θ � λ1 · x1 + λ2 · x2 + . . .+ λn · xn
implies λ1 = λ2 = . . . = λn = 0, then {xk}nk=1 is said to be quasilinear independent (briefly,
ql-independent), otherwise {xk}nk=1 is said to be quasilinear dependent (ql-dependent, for
short).

Definition 1.5. [5] Let S be a ql-independent subset of the QLS X . S is called maximal
ql-independent subset of X whenever S is ql-independent, but any superset of S is not ql-
independent.

Definition 1.6. [5] Regular (Singular) dimension of any QLS X is the cardinality of maximal
ql-independent subsets of Xr(Xs). If this number is finite then X is called finite regular
(singular)-dimensional, otherwise; is called infinite regular (singular)-dimensional.

Regular and singular dimensions are denoted by r-dimX and s-dimX, respectively. If
r-dimX = a and s-dimX = b then we say that X is an (ar : bs)-dimensional QLS.

By the fact that the subspace Xr of X is a linear space we can also define as regular
dimension of X is dimension of linear space Xr. This also means regular dimension X
is the cardinality of any maximal linearly independent subsets of the linear space Xr.
According to this, r-dimX = dimXr, [4].

From the definition we can easily see that any n-dimensional linear space is an (nr : 0s)-
dimensional QLS. Then, the trivial linear space {0} is a (0r : 0s)-dimensional QLS.

Remark 1.1. If we say a QLS X is finite-dimensional, precisely, n-dimensional we mean
an (nr : ns) or (nr : 0s)-dimensional QLS. Especially, (nr : ns)-dimensional QLS is an n-
dimensional nonlinear QLS while (nr : 0s)-dimensional QLS is an n-dimensional linear
space.

Example 1.2. Ω(R) and ΩC(R) are 1-dimensional nonlinear quasilinear spaces. But sin-
gular subspace of ΩC(R) is (0r : 1s)-dimensional QLS. Further, R is (1r : 0s)-dimensional
QLS, equivalently, 1-dimensional linear space. Especially, every linear space is a QLS and
has (nr : 0s) dimension, where n is the dimension of the linear space and it may be infinite.

Definition 1.7. [3] Let X be a QLS and A be a ql-independent subset of X. If QspA = X,
then the set A is called a (Hamel) basis for X .

Now, let us give a useful type of QLSs called solid-floored to give notions of (Schauder)
basis, orthonormal basis and complete orthonormal basis in an IPQLS.

Definition 1.8. [5] Let X be a qls, M ⊆ X and x ∈M . The set

FM
x = {z ∈Mr : z � x}

is called floor in M of x . In the case of M = X it is called only floor of x and written briefly
Fx instead of FX

x .

Floor of an element x in linear spaces is {x}. Therefore, it is nothing to discuss the
notion of floor of an element in a linear space.

Definition 1.9. [5] Let X be a qls and M ⊆ X. Then the union set⋃
x∈M

FM
x

is called floor of M and is denoted by FM . In the case of M = X , FX is called floor of the
qls X.
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On the other hand, the set
FX

M =
⋃

x∈M
FX
x

is called floor in X of M and is denoted by FX
M .

We refer to the reader to [5] for detailed informations about this topic.

Definition 1.10. [4] A quasilinear space X is called solid floored qls (sf-qls, for short) when-
ever supFy exists for every y ∈ X and

y = supFy = sup {z ∈ Xr : z � y} .
Otherwise, X is called non-solid floored qls and in this case it is written as nsf-qls sake for
brevity.

Especially, we should note that the supremum in this definition is considered according
to relation “�” on the qls X.

Example 1.3. [4] For any normed linear space E, Ω (E) and ΩC (E) are sf-NQLS.
On the other hand, it is clear that (ΩC(R))s ∪ {0} is nsf-qls. For example,

sup
{
x : x ∈ ((ΩC(R))s ∪ {0})r , x ⊆ y

}
= {0} 6= y

for element y = [−2, 3] ∈ (ΩC(R))s ∪ {0} . Also, no there exists any element x such that
x ⊆ z for z = [1, 3] ∈ (ΩC(R))s ∪ {0} .

2. INNER PRODUCT QUASILINEAR SPACES

Before giving the definition of inner product quasilinear spaces, we must give follow-
ing definition.

Definition 2.11. Let X be a QLS. Consolidation of floor of X is the smallest solid-floored
QLS X̂ containing X, that is, if there exists another solid-floored QLS Y containing X

then X̂ ⊆ Y.

Clearly, X̂ = X for some solid-floored QLS X. Further, ̂ΩC(Rn)s = ΩC(Rn). For a QLS
X , the set

F X̂
y =

{
z ∈

(
X̂
)
r

: z � y
}
.

is the floor of X in X̂.
We can say that the inner poduct in the following definition may be seen a set-valued

inner product on quasilinear spaces.

Definition 2.12. Let X be a quasilinear space. A mapping 〈 , 〉 : X ×X → Ω(R) is called
an inner product on X if the following conditions are satisfied for any x, y, z ∈ X and
α ∈ R :

(19) if x, y ∈ Xr then 〈x, y〉 ∈ (ΩC(R))r ≡ R,
(20) 〈x+ y, z〉 ⊆ 〈x, z〉+ 〈y, z〉 ,
(21) 〈α · x, y〉 = α · 〈x, y〉 ,
(22) 〈x, y〉 = 〈y, x〉,
(23) 〈x, x〉 ≥ 0 for x ∈ Xr and 〈x, x〉 = 0⇔ x = θ,

(24) ‖〈x, y〉‖Ω(R) = sup
{
‖〈a, b〉‖Ω(R) : a ∈ F X̂

x , b ∈ F X̂
y

}
,

(25) if x � y and u � v then 〈x, u〉 ⊆ 〈y, v〉 ,
(26) if for any ε > 0 there exists an element xε ∈ X such that x � y + xε and 〈xε, xε〉 ⊆

Sε (θ) then x � y.
A quasilinear space with an inner product is called inner product quasilinear space, briefly,

IPQLS.
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Example 2.4. One can easily seen that ΩC(R), the space of closed real intervals, is a IPQLS
with inner-product defined by

〈A,B〉 = {a · b : a ∈ A, b ∈ B}.

Every IPQLS X is a normed QLS with the norm defined by

‖x‖ =
√
‖〈x, x〉‖Ω(R)

for every x ∈ X. This norm is called inner-product norm. The classical norm of ΩC(R) is
generated by the above inner-product.

Proposition 2.3. xn → x and yn → y in an IPQLS then 〈xn, yn〉 → 〈x, y〉.

An IPQLS is called Hilbert QLS, if it is complete according to the inner-product (norm)
metric. ΩC(R) is a Hilbert QLS.

Definition 2.13. (Orthogonality) The element x of an IPQLS X is said to be orthogonal to
the an element y ∈ X if

‖〈x, y〉‖Ω(R) = 0.

We say also that x and y are orthogonal and write x ⊥ y. Similarly, for subsets A,B ⊆ X
we write x ⊥ A if x ⊥ z for all z ∈ A and A ⊥ B if a ⊥ b for all a ∈ A and b ∈ B.

An orthonormal subset M of X is an orthogonal set in X consisting elements have
norm 1, that is, for all x, y ∈M

‖〈x, y〉‖Ω(R) =

{
0, x 6= y
1, x = y

.

Definition 2.14. Let A be a nonempty subset of an IPQLS X . An element x ∈ X is said
to be orthogonal to A, denoted by x ⊥ A, if ‖〈x, y〉‖

Ω(R)
= 0 for every y ∈ A. The set of all

elements of X orthogonal to A which is denoted by A⊥ is called the orthogonal complement
of A and is indicated by

A⊥ = {x ∈ X : ‖〈x, y〉‖
Ω(R)

= 0, y ∈ A}.

For any subset A of an IPQLS X, A⊥ is a closed subspace of X .

3. MAIN RESULTS

Definition 3.15. Let X be a normed sf-QLS. A Schauder basis is a sequence (xn) of ele-
ments of X such that for every element y ∈ X and z ∈ Fy there exists a unique sequence{
α

(z)
n

}∞
n=1

of scalars such that

z =

∞∑
n=1

α(z)
n · xn and y = sup {z ∈ Xr : z � y} .

As a result of this definition we can say that (xn) is a Schauder basis of X iff

h

(
z,

k∑
n=1

α(z)
n · xn

)
→ 0 (k →∞) and y = sup {z ∈ Xr : z � y}

for every y ∈ X and z ∈ Fy .

Proposition 3.4. Let X be a sf-QLS quasilinear space and (xn) be a Schauder basis of X . Then
each xn, n ∈ N, must be regular.
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Proof. Since X is a nontrivial sf-qls, there exists an element y 6= θ in Xr. Since Fy = {y}
and sup {Fy} = y for this element, there is a unique sequence of scalars {αn} such that

y =

∞∑
n=1

αn · xn. (3.1)

Firstly; all terms of the sequence {xn} can not be zero. Because, in this case, it can not
be written y =

∑∞
n=1 αn · xn.

On the other hand, assume that some of terms xn be regular, e.g., it may be considered
that x1 is regular without los of generality. Then, there exists a regular element un such
that un � xn for each xn, n 6= 1. By the qls axioms (12) and (13), we write

∞∑
n=2

αn · un �
∞∑

n=2

αn · xn

and then

α1 · x1 +

∞∑
n=2

αn · un �
∞∑

n=1

αn · xn.

Taking into account this result, the equality (3.1) and because of the fact that regular
element y is minimal; we obtain

y =

∞∑
n=1

αn · xn = α1 · x1 +

∞∑
n=2

αn · un.

This implies
∑∞

n=2 αn · un =
∑∞

n=2 αn · xn. Whereas;
∑∞

n=2 αn · xn and
∑∞

n=2 αn · un are
singular and regular elements, respectively. This contradiction completes the proof. �

It is not hard to see the fact that if (xn) is a Hamel basis for a finite dimensional normed
sf-QLS X, then (xn) is a Schauder basis for X.

Theorem 3.2. If a normed sf-QLS has a Schauder basis, then it is separable.

Proof. Let {xn} be a Schauder basis for a normed sf-QLSX ,M be a countable dense subset
of R, and En be a set of all z ∈ Fy such that

z =

n∑
i=1

m
(z)
i · xi, mi ∈M,

where y is an element ofX . Here,mi scalars determined uniquely by z. Therefore, there is
a one to one relation betweenEn andM . So,En is countable. If we sayE =

⋃∞
n=1En, then

E is a countable set. On the other hand, there is unique sequence {kn} in R determined
by z such that

z =

∞∑
n=1

kn · xn

for z ∈ Fy . Here, we can find a natural number n0(ε) with

h

z, n∑
j=1

kj · xj

 ≤ ε

2

for n > n0. Since M is dense in R, there exists some mj ∈M such that

|kj −mj | ‖xj‖ <
ε

2n
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for 1 ≤ j ≤ n. Let us take an element l from Fy such that l =
∑n

i=1m
(l)
i xi. In this case, we

have l ∈ En ⊂ E. From Proposition 3.4, we obtain

h (z, l) ≤ h

z, n∑
j=1

kj · xj

+ h

 n∑
j=1

kj · xj , l


≤ ε

2
+

∥∥∥∥∥∥
n∑

j=1

kj · xj −
n∑

j=1

mj · xj

∥∥∥∥∥∥
≤ ε

2
+ n

ε

2n
.

Then, h(z, l) ≤ ε for l ∈ E. This shows that E is dense set in X . �

Definition 3.16. An orthonormal set B in a sf-IPQLS E is called orthonormal basis if there
exists a unique sequence

{
α

(z)
n

}
of scalars such that has a unique representation

z =

∞∑
n=1

α(z)
n · xn and y = sup {z ∈ Xr : z � y}

for every y ∈ E and z ∈ Fy .

Example 3.5. Let us consider the subset B = {{(0, 1)} , {(1, 0)}} ΩC(R2) of the sf-QLS
ΩC(R2). Clearly, B is an orthonormal set. For every z ∈ Fy, there exists a unique repre-
sentation as

z = α1 · {(0, 1)}+ α2 · {(1, 0)} , α1, α2 ∈ R.
Also y = sup {z ∈ Xr : z � y} for every y ∈ ΩC(R2) since ΩC(R2) is sf-QLS. Thus B is
orthonormal basis of ΩC(R2).

Remark 3.2. An orthonormal set in a linear inner product space is linear independent,
but this is may not be true in an IPQLS. For example, let A = {(0, t) : 0 ≤ t ≤ 1} and
B = {(t, 0) : 0 ≤ t ≤ 1}. The set {A,B} is an orthonormal subset of ΩC(R2). But,
according to the Definition 1.4, this set is not ql-independent.

Theorem 3.3. Let (xn) be an orthonormal sequence in a Hilbert QLS H and (αn) be a sequence
of real numbers. Then ∥∥∥∥∥

k∑
n=1

αn · xn

∥∥∥∥∥
2

≤
k∑

n=1

|αn|2 .

Remark 3.3. Although distance of between any two elements of orthonormal sequence
(xn) in a Hilbert space equal to

√
2, it is less than or equal to

√
2 in a Hilbert QLS.

Definition 3.17. An orthonormal sequence (xn) in a sf-IPQLS X is said to be complete if

z =

∞∑
k=1

‖〈z, xk〉‖Ω(R) xk and y = supFy (3.2)

for every y ∈ X and z ∈ Fy .

It is important to remember that since the right side of (3.2) is an infinite series, this
equality means

hX

(
z,

n∑
k=1

‖〈z, xk〉‖Ω(R) xk

)
→ 0 (n→∞) .
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Note that a complete orthonormal sequence (xn) in an IPQLS X is an orthonormal
basis, just the same as in linear spaces. It suffices to show the uniqueness. Indeed, if
z =

∑∞
k=1 αk · xk and z =

∑∞
k=1 βk · xk for every y ∈ X and z ∈ Fy , then

0 = ‖z − z‖2 =

∥∥∥∥∥
∞∑
k=1

αk · xk −
∞∑
k=1

βk · xk

∥∥∥∥∥
2

=

∥∥∥∥∥
∞∑
k=1

(αk − βk) · xk

∥∥∥∥∥
2

=

∞∑
k=1

|αk − βk|2

by Theorem 3.3 and Proposition 3.4. This means that αn = βn for each n ∈ N.
The following two theorems give important characterizations of complete orthonormal

sequences in sf-Hilbert quasilinear spaces.

Theorem 3.4. If an orthonormal sequence (xn) in a sf-Hilbert QLSH is complete, then 〈x, xn〉 =
{0} for all n ∈ N implies x = θ.

Proof. Suppose that (xn) is a complete orthonormal sequence in H . Then we have z =∑∞
k=1 ‖〈z, xk〉‖Ω(R) xk for any y ∈ H and z ∈ Fy . Thus, if 〈z, xk〉 = {0} for each k ∈ N,

then z = θ. �

Theorem 3.5. If an orthonormal sequence (xn) in a sf-Hilbert QLS H is complete then

‖z‖2 ≤
∞∑

n=1

‖〈z, xn〉‖2Ω(R)

for every y ∈ H and z ∈ Fy .

Proof. If the orthonormal sequence (xn) is complete, then for every z ∈ Fy and y ∈ H

z =

∞∑
n=1

‖〈z, xn〉‖Ω(R) xn.

Taking into account the equality

‖z‖2 =

∥∥∥∥∥
∞∑

n=1

‖〈z, xn〉‖Ω(R) xn

∥∥∥∥∥
2

and Theorem 3.3, we obtain

‖z‖2 ≤
∞∑

n=1

‖〈z, xn〉‖2Ω(R) .

�

Definition 3.18. In an IPQLS X , a set A is said to be complete if only the element θ is
orthogonal to each element of A.

Example 3.6. We know from Example 2.4 that ΩC(R) is an IPQLS with inner product
defined by 〈A,B〉 = {a · b : a ∈ A, b ∈ B} for A,B ∈ ΩC(R). Since {0} ∈ ΩC(R) is orthog-
onal to each elements of ΩC(R), ΩC(R) is complete. Also, the set of symmetric elements
of ΩC(R) is complete. Similarly, any symmetric subset of ΩC(R) and the set of singular
elements of ΩC(R) are complete.

Proposition 3.5. Let Y be a subspace of an IPQLSX and x⊥Y . Then ‖x− y‖ ≤
(
‖x‖2 + ‖y‖2

) 1
2

for every y ∈ Y .
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Proof. Firstly, since it can be written that

〈α · x+ β · y, α · x+ β · y〉 ⊆ α · 〈α · x+ β · y, x〉+ β · 〈α · x+ β · y, y〉
⊆ α2 · 〈x, x〉+ αβ · 〈x, y〉+ βα · 〈x, y〉+ β2 · 〈y, y〉

we obtain,

‖x− α · y‖2 = ‖〈x− α · y, x− α · y〉‖Ω(R)

≤ ‖〈x, x〉‖
Ω(R)

+ ‖〈x, y〉‖
Ω(R)

+ ‖〈x, y〉‖
Ω(R)

+ ‖〈y, y〉‖
Ω(R)

= ‖x‖2 + ‖〈x, y〉‖
Ω(R)

+ ‖〈x, y〉‖
Ω(R)

+ ‖y‖2

for α = 1 and β = −1. From this inequality, we write that

‖x− y‖2 ≤ ‖x‖2 + ‖y‖2

since ‖〈x, y〉‖Ω(R) = 0 taking into account x⊥Y . �

Remark 3.4. In a subspace Y of a linear space X , x⊥Y iff ‖x− y‖ > ‖x‖ for every y ∈ Y .
But, this situation may not be satisfied in a subspace of an IPQLS:

Example 3.7. Consider X = ΩC(R) and Y = Xr. Now, if x ∈ Y ⊥ i.e., x = {0}, then
‖x− y‖ = ‖−y‖ > {0} = ‖x‖ is provided since Y ⊥ = {0}. But, the converse of this case
may not be true. For example, let us consider the element x = [−1, 1] of X .

Let x = [−1, 1] ∈ X. Since ΩC(R) is NQLS with ‖A‖ = supa∈A |a|, we say ‖x‖ = 1. On
the other hand, it can be written that {y} = [y, y] for every y ∈ Y.

If y ∈ R+, then ‖x− y‖ = ‖[−1, 1]− [y, y]‖ = ‖[−1− y, 1− y]‖ = supy∈R+ |−1− y| =
1 + y ≥ 1 = ‖x‖ .

If y ∈ R− , we obtain ‖x− y‖ = ‖[−1, 1]− [y, y]‖ = ‖[−1− y, 1− y]‖ = supy∈R− |1− y| =
1− y ≥ 1 = ‖x‖ .

But x /∈ Y ⊥.
4. CONCLUSION

In this paper, we examine the properties of orthogonal and orthonormal sets on IPQLS.
We also give some theorems that their proofs are different from its classical linear ana-
logue. We harp upon new concepts such as complete orthonormal sequence and basis in
quasilinear spaces.
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Malatya, 2016
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İNÖNÜ UNIVERSITY

44280, MALATYA, TURKEY

Email address: yyilmaz44@gmail.com
Email address: sumeyye.tay@gmail.com


