
CREAT. MATH. INFORM.
Volume 34 (2025), No. 3,
Pages 391-404

Online version at https://creative-mathematics.cunbm.utcluj.ro/

Print Edition: ISSN 1584 - 286X; Online Edition: ISSN 1843 - 441X

DOI: https://doi.org/10.37193/CMI.2025.03.06

Differential subordination of harmonic means of analytic
functions

H. AAISHA FARZANA 1, M. P. JEYARAMAN 2, AND K. SAROJINI DEVI 3

ABSTRACT. In this paper,we examine the differential subordination involving the harmonic means of ana-

lytic functions p(z) and p(z) +
zp′(z)

δp(z)+γ
with δ ≥ 0 and γ ≥ 0, defined in the open unit disc ∆ such that p(z) is

subordinate to certain well known analytic functions.

1. INTRODUCTION

Let A denote the class of analytic functions f normalized by the conditions f(0) = 0
and f ′(0) = 1 defined in the open unit disc ∆ = {z ∈ C : |z| < 1} . If f and g are analytic
in ∆, we say that f is subordinate to g, written as f ≺ g or f(z) ≺ g(z) , if there is an
analytic self-map ω in ∆ satisfying ω(0) = 0 and f(z) = g ◦ ω. Assume that ψ : C2 → C
and h ∈ A is univalent,we say that a function p ∈ A satisfies the first-order differential
subordination if the function ∆ ∋ z → ψ(p(z), zp′(z)) is well defined and analytic,

ψ(p(z), zp′(z)) ≺ h(z),(1.1)

then we say that p is the solution of the above differential subordination. An univalent
function q ∈ A is called a dominant of solutions of differential subordination (1.1) if p ≺ q
for all solutions p ∈ A of (1.1) . A dominant q̃ of (1.1) is called the best dominant of (1.1)
if q̃ ≺ q for all dominants q of (1.1). Note that the differential subordination (1.1) can be
written as the differential equation

ψ(p(z), zp′(z)) = h(ω(z)),

where ω is a Schwarz function.
Among the various measures considered in the study of averages, Harmonic Mean(HM)

is the reciprocal of the average of the reciprocals of the given data values. The harmonic
mean is one of the Pythagorean means, along with the arithmetic and geometric mean,
which is no greater than either of them (HM < GM < AM). Harmonic Mean of any two
quantities q1 and q2 is given by 2q1q2/(q1 + q2), whereas the Geometric Mean(GM) and
Arithmetic Mean(AM) are

√
q1q2 and (q1 + q2)/2 respectively. When these quantities hap-

pen to be functions fi ∈ A, then the weighted harmonic mean of such functions, is given
by Σwi/Σ(wi/fi), wherewi are integers. Let β ∈ (0, 1] and a, b ∈ C, for a + β(a − b) ̸= 0,

the harmonic mean of a and b is defined as
ab

a+ β(a− b)
. For analytic functions f and g

defined in the unit disc ∆, the harmonic mean is defined as follows:

f(z)g(z)

g(z) + β(f(z)− g(z))
, β ∈ (0, 1)provided g(z) + β(f(z)− g(z)) ̸= 0.
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The concept of differential Subordinations related to the harmonic mean was intro-
duced and studied by Chojnacka et al.[1] and Cho et al.[3]. For given β ∈ (0, 1), andψ ∈ A,
Cho. N. E and Lecko. A in [3] studied the following differential subordination involving
harmonic mean of the type

p(z)(p(z) + zp′(z)ψ(z))

p(z) + (1− β)zp′(z)ψ(z)
≺ h(z), z ∈ ∆(1.2)

where h(z) is univalent and analytic in ∆. The above differential subordination with
β = 1/2 and suitable ψ and h was considered by Kanas and Tudor in [11].

Let T := {z ∈ C : |z| = 1}. Here, we introduce the subclass Q [ for details on corners of
curves [13] (pp.51-65)].

Definition 1.1. By Q, we denote the class of convex functions h with the following properties:
(a) h(∆) is bounded by finitely many smooth arcs which form corners at their end points (including
corners at infinity):
(b) E(h) is the set of all points ζ ∈ T which corresponds to corners h(ζ) of ∂h(∆);
(c) h′(ζ) ̸= 0 exists at every ζ ∈ T\E(h).

Following the works of Chojnacka. O, Lecko. A [4], in this article, we investigate
differential subordination of the form (1.2), whereψ is linear function and h is an univalent
function.

For the choice of ψ(z) = 1/(δp(z) + γ), we obtain sufficient conditions such that the
function p(z) is subordinate to an analytic function q(z). The following are some choices
we have made for q(z) throughout this article:

(i) For q(z) =
√
1 + z, where the image domain is bounded by the right-half of the

Bernoulli lemniscate given by |w2 − 1| < 1 [14].

(ii) For q(z) = 1+
4z

3
+
2z2

3
,which maps ∆ into the image set bounded by the Cardioid

given by (9x2+9y2−18x+5)2−16(9x2+9y2−6x+1) = 0, [15] and furter studied
in [16].

(iii) The function q(z) = aeMz for a ≥ 0 and M > 0 is a generalized version of the
function ez discussed in [18].

(iii) The function q(z) = (1 + Az)/(1 + Bz), with A,B ∈ [−1, 1] and B < A discussed
in W. Janowski[5].

(iv) The function q(z) = a+Mz, a ≥ 0,M > 0 has been elaborately studied in [1].
We require the following Lemma 1 [6], to prove our main result.

Lemma 1.1. Let h ∈ Q and p be a non-constant analytic function with p(0) = h(0). If p is not
subordinate to h, then there exist z0 ∈ ∆\{0} and ζ0 ∈ T\E(h) such that p(z0) = h(ζ0) and
z0p

′(z0) = mζ0h
′(ζ0) for some m ≥ 1.

2. MAIN RESULT

Without loss of generality, we assume that the values of β to be in the interval (0,1] and
α, δ ≥ 0 with a ≥ 0,M > 0 throughout this article.

Theorem 2.1. Let p be an analytic function with p(0) = 1, If∣∣∣∣∣∣∣∣
p(z)

[
p(z) +

zp′(z)

δp(z) + γ

]
p(z) + (1− β)

zp′(z)

δp(z) + γ

− 1

∣∣∣∣∣∣∣∣ <
4
√
2(δ

√
2 + γ) +

√
2

4[δ
√
2 + γ] + (1− β)

− 1(2.3)

then p(z) ≺
√
1 + z.
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Proof. Let h(z) =
√
1 + z. Since h is univalent, p(0) = h(0) = 1. Suppose on the contrary,

that p is not subordinate to h. Since h ∈ Q with E(h) = ϕ, there exists z0 ∈ ∆\{0} and

ζ0 ∈ T such that p(z0) = h(ζ0) and for some m ≥ 1, z0p
′(z0) = mζ0h

′(ζ0) =
mζ0

2
√
1 + ζ0

.

Now ,

p(z0)

[
p(z0) +

z0p
′(z0)

δp(z0) + γ

]
p(z0) + (1− β)

z0p
′(z0)

δp(z0) + γ

− 1 =
p(z0)[p(z0)− 1][δp(z0) + γ] + z0p

′(z0)[p(z0)− (1− β)]

p(z0)[δp(z0) + γ] + (1− β)z0p′(z0)

=
[
√
1 + ζ0[δ

√
1 + ζ0 + γ][

√
1 + ζ0 − 1] + mζ0

2
√
1+ζ0

[
√
1 + ζ0 − 1 + β]

√
1 + ζ0[δ

√
1 + ζ0 + γ] + (1− β) mζ0

2
√
1+ζ0

=
2(1 + ζ0)

3/2[δ
√
1 + ζ0 + γ] +mζ0

√
1 + ζ0

2(1 + ζ0)[δ
√
1 + ζ0 + γ] +mζ0(1− β)

− 1.

Therefore,∣∣∣∣∣∣∣∣
p(z0)[p(z0) +

z0p
′(z0)

δp(z0) + γ
]

p(z0) + (1− β)
z0p

′(z0)

δp(z0) + γ

− 1

∣∣∣∣∣∣∣∣ =
∣∣∣∣2(1 + ζ0)

3/2[δ
√
1 + ζ0 + γ] +mζ0

√
1 + ζ0

2(1 + ζ0)[δ
√
1 + ζ0 + γ] +mζ0(1− β)

− 1

∣∣∣∣ .(2.4)

For each m ≥ 1 , β ∈ (0, 1] , we define

qm(z) =
2(1 + z)3/2[δ

√
1 + z + γ] +mz

√
1 + z

2(1 + z)[δ
√
1 + z + γ] +mz(1− β)

− 1.

Clearly qm(1) < qm(−1), since

qm(1) =
2(23/2[δ

√
2 + γ] +m

√
2

4[δ
√
2 + γ] +m(1− β)

− 1

and
qm(−1) = −1.

Thus,

|qm(z)| ≥ qm(1) =
2(23/2[δ

√
2 + γ] +m

√
2

4[δ
√
2 + γ] +m(1− β)

− 1.(2.5)

Observe that the function r(m) = qm(1),m ≥ 1 is increasing as

r′(m) =
8δβ + 4

√
2γβ

(4δ
√
2 + 4γ +m(1− β))′(2)

> 0, m ≥ 1.

Hence
|qm(z)| ≥ qm(1) = r(m) ≥ r(1).

From (2.4),we have∣∣∣∣∣∣∣∣
p(z)

[
p(z) +

zp′(z)

δp(z) + γ

]
p(z) + (1− β)

zp′(z)

δp(z) + γ

− 1

∣∣∣∣∣∣∣∣ ≥
4
√
2(δ

√
2 + γ) +

√
2

4[δ
√
2 + γ] + (1− β)

− 1,

which is a contradiction to (2.3). Therefore p(z) ≺
√
1 + z. □
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Remark 2.1. For the function,
p1(z) = 1− 0.02075z5

and δ = γ = 1 with β = 0 we observe that the condition (2.3) is satisfied and hence using Theorem
2.1, we obtain p1(z) is subordinate to

√
1 + z, which is given in the following figure,

FIGURE 1. p1(z) ≺
√
1 + z

For the choice of p(z) = zf ′(z)
f(z) , for f ∈ A,

(i) β = γ = 1, δ = 0 and
(ii) β = δ = 1, γ = 0

we have the following results:

Corollary 2.1. (i) If∣∣∣∣z2f ′′
(z)

f(z)
−
(
zf ′(z)

f(z)

)2

+ 2
zf ′(z)

f(z)
− 1

∣∣∣∣ < 5
√
2

4
− 1 ≈ 0.78

then zf ′(z)
f(z) ≺

√
1 + z.

(ii) If ∣∣∣∣f ′′
(z)

f(z)

∣∣∣∣ < 8− 3
√
2

4
√
2

≈ 1.328

then zf ′(z)
f(z) ≺

√
1 + z

By taking f(z) = sinz in (ii) of Corollary 2.1 we observe that f satisfies the sufficient
condition and hence we obtain the result that zcotz ≺

√
1 + z, which is depicted in the

Figure 2.

Theorem 2.2. Let p be an analytic function with p(0) = 1 and if∣∣∣∣∣∣∣∣
p(z)

[
p(z) +

zp′(z)

δp(z) + γ

]
p(z) + (1− β)

zp′(z)

δp(z) + γ

− 1

∣∣∣∣∣∣∣∣ <
9δ + 6γ + 8

3 (2 + β)

9δ + 3γ + 8
3 (1− β)

(2.6)
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FIGURE 2. zcotz ≺
√
1 + z

then p(z) ≺ 1 +
4z

3
+

2z2

3
.

Proof. Let h(z) = 1 +
4z

3
+

2z2

3
. Since h is univalent, p(0) = h(0) = 1. Suppose on the

contrary, that p is not subordinate to h. Since h ∈ QwithE(h) = ϕ, there exists z0 ∈ ∆\{0}
and ζ0 ∈ T such that p(z0) = h(ζ0) and for some m ≥ 1,

z0p
′(z0) = mζ0h

′(ζ0) =
4

3
mζ0(1 + ζ0).

Now ,

p(z0)

[
p(z0) +

z0p
′(z0)

δp(z0) + γ

]
p(z0) + (1− β)

z0p
′(z0)

δp(z0) + γ

− 1 =
p(z0)[p(z0)− 1][δp(z0) + γ] + z0p

′(z0)[p(z0)− (1− β)]

p(z0)[δp(z0) + γ] + (1− β)z0p′(z0)

=

(
1 +

4ζ0
3

+
2ζ20
3

)[
δ

(
1 +

4ζ0
3

+
2ζ20
3

)
+ γ

] [
4ζ0
3 +

2ζ2
0

3

]
+ 4

3mζ0(1 + ζ0)
[
4ζ0
3 +

2ζ2
0

3 + β
]

(
1 +

4ζ0
3

+
2ζ20
3

)[
δ

(
1 +

4ζ0
3

+
2ζ20
3

)
+ γ

]
+ (1− β)

4

3
mζ0(1 + ζ0)

=

ζ0

[(
1 +

4ζ0
3

+
2ζ20
3

)2

δ + γ

(
1 +

4ζ0
3

+
2ζ20
3

)[
4
3 + 2ζ0

3

]
+ 4

3m(1 + ζ0)
[
4ζ0
3 +

2ζ2
0

3 + β
] ]

δ

(
1 +

4ζ0
3

+
2ζ20
3

)2

+ γ

(
1 +

4ζ0
3

+
2ζ20
3

)
+ (1− β)

4

3
mζ0(1 + ζ0)

.
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Therefore, ∣∣∣∣∣∣∣∣
p(z0)[p(z0) +

z0p
′(z0)

δp(z0) + γ
]

p(z0) + (1− β)
z0p

′(z0)

δp(z0) + γ

− 1

∣∣∣∣∣∣∣∣
=

∣∣∣∣∣∣∣∣∣
ζ0

[(
1 +

4ζ0
3

+
2ζ20
3

)2

δ + γ

(
1 +

4ζ0
3

+
2ζ20
3

)[
4
3 + 2ζ0

3

]
+ 4

3m(1 + ζ0)
[
4ζ0
3 +

2ζ2
0

3 + β
] ]

δ

(
1 +

4ζ0
3

+
2ζ20
3

)2

+ γ

(
1 +

4ζ0
3

+
2ζ20
3

)
+ (1− β)

4

3
mζ0(1 + ζ0)

∣∣∣∣∣∣∣∣∣
For each m ≥ 1 , β ∈ (0, 1] , we can define

qm(z) =

[(
1 +

4z

3
+

2z2

3

)2

δ + γ

(
1 +

4z

3
+

2z2

3

)[
4
3 + 2z

3

]
+ 4

3m(1 + z)
[
4z
3 + 2z2

3 + β
] ]

δ

(
1 +

4z

3
+

2z2

3

)2

+ γ

(
1 +

4z

3
+

2z2

3

)
+ (1− β)

4

3
mz(1 + z)

Clearly qm(1) < qm(−1), since

qm(1) =
9δ + 6γ + 8

3m(2 + β)

9δ + 3γ + 8
3m(1− β)

and

qm(−1) =
δ + 6γ

δ + 3γ
,

we have,

|qm(z)| ≥ qm(1) =
9δ + 6γ + 8

3m(2 + β)

9δ + 3γ + 8
3m(1− β)

.(2.7)

Observe that ,the function r(m) = qm(1),m ≥ 1 is increasing as

r′(m) =
24[(1 + 2β)δ + 9γβ]

[9δ + 3γ + 8
3m(1− β)]2

> 0.

Hence
|qm(z)| ≥ qm(1) = r(m) ≥ r(1).

From (2),we have ∣∣∣∣∣∣∣∣
p(z)

[
p(z) +

zp′(z)

δp(z) + γ

]
p(z) + (1− β)

zp′(z)

δp(z) + γ

− 1

∣∣∣∣∣∣∣∣ ≥
9δ + 6γ + 8

3 (2 + β)

9δ + 3γ + 8
3 (1− β)

which is a contradiction to (2.6). Therefore p(z) ≺ 1 +
4z

3
+

2z2

3
. □

Remark 2.2. The function p2(z) = 1 − 0.0195z5 and δ = γ = 1 with β = 0 we observe that
the condition (2.6) is satisfied and hence using Theorem 2.2, we obtain p2(z) is subordinate to

1 +
4z

3
+

2z2

3
, which is given in the figure 3.

When p = zf ′(z)
f(z) , for f ∈ A in the above theorem,we have the following result.
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FIGURE 3. p2(z) ≺ 1 +
4z

3
+

2z2

3
,

Corollary 2.2. For f ∈ A, and let β = 1,δ = 0,γ = 1 and if∣∣∣∣z2f ′′
(z)

f(z)
−
(
zf ′(z)

f(z)

)2

+ 2
zf ′(z)

f(z)
− 1

∣∣∣∣ < 17

3

then zf ′(z)
f(z) ≺ 1 +

4z

3
+

2z2

3
.

Theorem 2.3. If p is an analytic function with p(0) = a and∣∣∣∣∣∣∣∣
p(z)[p(z) +

zp′(z)

δp(z) + γ
]

p(z) + (1− β)
zp′(z)

δp(z) + γ

− a

∣∣∣∣∣∣∣∣ < a
(δaeM + γ)(eM − 1) +M(eM − 1 + β)

δaeM + γ + (1− β)M
(2.8)

then p(z) ≺ aeMz.

Proof. As the proof is similar to that of previous theorems , we omit the proof .
□

Remark 2.3. The function p3(z) = 3 − 0.4816z5, δ = γ = M = 1 with β = 0 and a = 3
we observe that the condition (2.8) is satisfied and hence using Theorem 2.2, we obtain p3(z) is
subordinate to 3ez, which is given in the figure 4.

When p(z) = zf ′(z)
f(z) ,for f ∈ A in the above theorem,we have the following result.

Corollary 2.3. For f ∈ A, and let β = 1, δ = 0, γ = 1 and if∣∣∣∣z2f ′′
(z)

f(z)
−
(
zf ′(z)

f(z)

)2

+ 2
zf ′(z)

f(z)
− a

∣∣∣∣ < a[eM (1 +M)− 1]

then zf ′(z)
f(z) ≺ aeMz .
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FIGURE 4. p3(z) ≺ 3ez

Corollary 2.4. For f ∈ A and β = 1, δ = 1, γ = 0 and if

∣∣∣∣f ′′
(z)

f(z)

∣∣∣∣ < a(eM − 1) +M

then zf ′(z)
f(z) ≺ aeMz .

Theorem 2.4. Let p be an analytic function with p(0) = 1. For −1 < B < A ≤ 1 if

∣∣∣∣∣∣∣∣
p(z)

[
p(z) +

zp′(z)

δp(z) + γ

]
p(z) + (1− β)

zp′(z)

δp(z) + γ

− 1

∣∣∣∣∣∣∣∣ <(2.9)

(A−B)
(1 +A)2δ + (1 +A)(1 +B)γ +A−B + β(1 +B)

(1 +B)[(1 +A)2δ + (1 +A)(1 +B)γ + (A−B)(1− β)]
,

then

p(z) ≺ 1 +Az

1 +Bz
.

Proof. Let h(z) =
1 +Az

1 +Bz
, z ∈ ∆. Since h(z) is univalent and p(0) = h(0) = 1,

p(z) ≺ 1 +Az

1 +Bz
can be replaced by the inclusion p(∆) ⊂ h(∆). Suppose on the contrary,

that p is not subordinate to h, since h ∈ Q with E(h) = ϕ, there exists z0 ∈ ∆\{0} and

ζ0 ∈ T such that p(z0) = h(ζ0) and for some m ≥ 1, z0p
′(z0) = mζ0

A−B

(1 +Bζ0)2
.
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Now,

p(z0)

[
p(z0) +

z0p
′(z0)

δp(z0) + γ

]
p(z0) + (1− β)

z0p
′(z0)

δp(z0) + γ

− 1 =
p(z0)[p(z0)− 1][δp(z0) + γ] + z0p

′(z0)[p(z0)− 1 + β]

p(z0)[δp(z0) + γ] + (1− β)z0p′(z0)

=

(
1 +Aζ0
1 +Bζ0

)(
δ
1 +Aζ0
1 +Bζ0

+ γ

)(
1 +Aζ0
1 +Bζ0

− 1

)
+mζ0

A−B

(1 +Bζ0))2

(
1 +Aζ0
1 +Bζ0

− 1 + β

)
(
1 +Aζ0
1 +Bζ0

)(
δ
1 +Aζ0
1 +Bζ0

+ γ

)
+ (1− β)mζ0

A−B

(1 +Bζ0)2

=
(A−B)ζ0[δ(1 +Aζ0)

2 + γ(1 +Aζ0)(1 +Bζ0) +m((A−B)ζ0 + β(1 +Bζ0))]

(1 +Bζ0)[δ(1 +Aζ0)2 + γ(1 +Aζ0)(1 +Bζ0) +mζ0(A−B)(1− β)]
.

Therefore, ∣∣∣∣∣∣∣∣
p(z)

[
p(z) +

zp′(z)

δp(z) + γ

]
p(z) + (1− β)

zp′(z)

δp(z) + γ

− 1

∣∣∣∣∣∣∣∣(2.10)

= (A−B)

∣∣∣∣ (1 +Aζ0)
2δ + (1 +Aζ0)(1 +Bζ0)γ +m[(A−B)ζ0 + β(1 +Bζ0)]

(1 +Bζ0))[δ(1 +Aζ0)2 + γ(1 +Aζ0)(1 +Bζ0) +mζ0(A−B)(1− β)]

∣∣∣∣ .
Let

qm(z) =
(1 +Az)2δ + (1 +Az)(1 +Bz)γ +m[(A−B)z + βBz + β]

[(1 +Az)2δ + (1 +Az)(1 +Bz)γ + (A−B)(1− β)mz](1 +Bz)
.

Clearly qm(1) < qm(−1) as we have

qm(1) =
(1 +A)2δ + (1 +A)(1 +B)γ +m[(A−B) + βB + β]

[(1 +A)2δ + (1 +A)(1 +B)γ + (A−B)(1− β)m](1 +B)

and

qm(−1) =
(1−A)2δ + (1−A)(1−B)γ +m[−(A−B)− βB + β]

[(1−A)2δ + (1−A)(1−B)γ − (A−B)(1− β)m](1−B)
.

Thus ∣∣qm(z)
∣∣ ≥ (1 +A)2δ + (1 +A)(1 +B)γ +m[(A−B) + βB + β]

[(1 +A)2δ + (1 +A)(1 +B)γ + (A−B)(1− β)m](1 +B)
.

The function r(m) = qm(1),m ≥ 1 is increasing, since

r′(m) =
β(1 +A)[(1 +A)2δ + (1 +A)(1 +B)γ]

(1 +B) [(1 +A)2δ + (1 +A)(1 +B)γ +m(A−B)(1− β)]
2 ,

which implies r′(m) ≥ 0, for m ≥ 1. Hence
∣∣qm(z)

∣∣ ≥ qm(1) = r(m) ≥ r(1).
Using (2.10) , we have ∣∣∣∣∣∣∣∣

p(z)

[
p(z) +

zp′(z)

δp(z) + γ

]
p(z) + (1− β)

zp′(z)

δp(z) + γ

− 1

∣∣∣∣∣∣∣∣(2.11)

≥ (A−B)
(1 +A)2δ + (1 +A)(1 +B)γ +A−B + β(1 +B)

(1 +B)[(1 +A)2δ + (1 +A)(1 +B)γ + (A−B)(1− β)]
,
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which is a contradiction to (2.9). Thus we have

p(z) ≺ 1 +Az

1 +Bz
.

□

Remark 2.4. The function p4(z) = 1− 0.005z6, δ = γ = 1 with β = 0 and A = 0.35, B = 0.2
we observe that the condition (2.9) is satisfied and hence using Theorem 2.4, we obtain p4(z) is

subordinate to
1 + 0.35z

1 + 0.2z
, which is given in the following figure,

FIGURE 5. p4(z) ≺
1 + 0.35z

1 + 0.2z

For the choice A = 1, B = 0 and δ = 0 in Theorem 2.4 , we have the following corollary.

Corollary 2.5. Let p be an anlytic function with p(0) = 1. If∣∣∣∣∣∣∣∣
p(z)

[
p(z) +

zp′(z)

γ

]
p(z) + (1− β)

zp′(z)

γ

− 1

∣∣∣∣∣∣∣∣ <
2γ + β + 1

2γ − β + 1

then ∣∣p(z)− 1
∣∣ < 1.

Hence p(z) is in the disc with centre and radius 1.

Remark 2.5. Under the assumptions, 0 ∈ h(∆) and
2γ + β + 1

2γ − β + 1
≥ 1, we shall discuss the

best dominant. Rewritting Theorem 2.4, interms of the differential subordination. we have the
following:

Corollary 2.6. Let α, β ∈ (0, 1] and p be an analytic function with p(0) = 1. If

(2.12)
p(z)[p(z) + αzp′(z)]

p(z) + (1− β)αzp′(z)
≺ 1 +

(
1− 2β

2γ + β + 1

)
z,
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then

(2.13) p(z) ≺ q(z) := 1 +

1− 2β

2γ + β + 1

1 + αβ

 z.

Moreover, the function q is the best dominant of (2.12).

Proof. We shall prove that q is the best dominant of (2.12). In order to obtain the required
result, we will find an univalent analytic solution q for the following differential equation

(2.14)
q(z)[q(z) + αzq′(z)]

q(z) + (1− β)αzq′(z)
= 1 +

(
1− 2β

2γ + β + 1

)
z, z ∈ ∆.

such that q(0) = 1. We apply the technique of power series to find the analytic solution of
(2.14) of the form

q(z) = 1 + a1z + a2z
2 + a3z

3 + ..., z ∈ ∆.

Since q is required to be univalent, we have a1 = q′(0) ̸= 0.
From (2.14), we have

q(z)[q(z)− 1] + αzq′(z)[q(z)− (1− β)] =

(
1− 2β

2γ + β + 1

)
[zq(z) + α(1− β)z2q′(z)].

Using q(z) and q′(z) in the above equation and simplifing, we have

(1 + αβ)a1z + (a2 + a21(1 + α) + 2βa2)z
2 + (a3 + a1a2(2 + 3α) + 3a3β)z

3 + . . .

=

1− 2β

2γ + β + 1

1 + αβ
z +

1− 2β

2γ + β + 1

1 + α(1− β)
(1 + α(1− β))a1z

2 +

1− 2β

2γ + β + 1

1 + α(1− β)
(1 + 2α(1− β))a2z

3 + . . . .

Comparing the coefficients on both sides ,we get

(1 + αβ)a1 = 1− 2β

2γ + β + 1
,(2.15)

a2(1 + 2β) + a21(1 + α) =

(
1− 2β

2γ + β + 1

)
[1 + α(1− β)]a1,(2.16)

a3(1 + 3β) + a1a2(2 + 3α) =

(
1− 2β

2γ + β + 1

)
[1 + 2α(1− β)]a2,(2.17)

a4(1 + 4β) + a1a3(2 + 4α) + a22(1 + 2α) =

(
1− 2β

2γ + β + 1

)
[1 + 3α(1− β)]a3,(2.18)

and so on. In general, for n = 2k − 1 , k ≥ 2

a2k−1(1 + (2k − 1)β) + (2 + (2k − 1)α)(a1a2k−2 + a2a2k−3 + · · ·+ ak−1ak)(2.19)

=

(
1− 2β

2γ + β + 1

)
(1 + (2k − 2)α(1− β)a2k−2,

and for n = 2k, k ≥ 2,

a2k(1 + 2kβ) + (2 + 2kα)(a1a2k−1 + a2a2k−2 + · · ·+ ak−1ak+1 +
1

2
ak2)(2.20)

=

(
1− 2β

2γ + β + 1

)
(1 + (2k − 1)α(1− β)a2k−1.
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From (2.15), we have

a1 =

1− 2β

2γ + β + 1

1 + αβ
.

Substituting a1 in (2.16) we obtain a2 = 0. And then using a2 = 0 in (2.16), we obtain
a3 = 0.

By Mathematical Induction, we prove that

a2 = a3 = a4 = · · · = a2k−2 = 0.

and hence the equation (2.19) reduces to

a2k−1(1 + (2k − 1)β) = 0 =⇒ a2k−1 = 0.

Also, the equation (2.20) becomes

a2k(1 + 2kβ) = 0 =⇒ a2k = 0.

Thus we have proved that an = 0, for all n ≥ 2. In this way, we obtain

q(z) = 1 +

1− 2β

2γ + β + 1

1 + αβ

 z, z ∈ ∆,

is the unique analytic univalent solution of (2.13). □

The proof of the following theorem is similar to that of Theorem 2.4 and hence the proof
can be omitted.

Theorem 2.5. Let p be an analytic function with p(0) = a and if∣∣∣∣∣∣∣∣
p(z)

[
p(z) +

zp′(z)

δp(z) + γ

]
p(z) + (1− β)

zp′(z)

δp(z) + γ

− a

∣∣∣∣∣∣∣∣ < M
(a+M)[(a+M)δ + γ] +M + aβ

(a+M)[(a+M)δ + γ] +M(1− β)
,(2.21)

then
p(z) ≺ a+Mz

.

Remark 2.6. The function p5(z) = 1 − 0.08532z6, δ = γ = 1 with β = 0.3 and a = M = 1
we observe that the condition (2.21) is satisfied and hence using Theorem 2.5, we obtain p5(z) is
subordinate to 1 + z, which is given in Figure 6.

Remark 2.7. (i) By taking a = 0 in Theorem 2.5, we have the result obtained in [1].
(ii) For δ = 0, γ = 1, we have the result obtained in ([1],Corollary 2.3).

3. CONCLUSIONS

Throughout the Remarks 2.1, 2.2, 2.3, 2.4 and 2.6 we have shown that the sufficient
conditions involving harmonic means of analytic functions have been satisfied by each of
the functios, pi(z), i = 1, 2, . . . , 5 such that they are subordinate to well known Ma-Minda

type functions like
√
1 + z, 1+

4z

3
+

2z2

3
, aeMz, (1+Az)/(1+Bz) and a+Mz respectively

for particular values of a,M,A and B, hence we claim that sets of functions satisfying the
mentioned conditions [Condition (2.3), (2.6), (2.8), (2.9) and (2.21) of Theorem 2.1, 2.2, 2.3,
2.4 and 2.5 respectively] are non -empty.
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FIGURE 6. p5(z) ≺ 1 + z
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